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ABSTRACT

The dominant approach to musical emotion variation
detection tracks emotion over time continuously and usu-
ally deals with time resolutions of one second. In this paper
we discuss the problems associated with this approach and
propose to move to bigger time resolutions when tracking
emotion over time. We argue that it is more natural from
the listener’s point of view to regard emotional variation in
music as a progression of emotionally stable segments. In
order to enable such tracking of emotion over time it is nec-
essary to segment music at the emotional boundaries. To
address this problem we conduct a formal evaluation of dif-
ferent segmentation methods as applied to a task of emo-
tional boundary detection. We collect emotional boundary
annotations from three annotators for 52 musical pieces
from the RWC music collection that already have struc-
tural annotations from the SALAMI dataset. We investi-
gate how well structural segmentation explains emotional
segmentation and find that there is a large overlap, though
about a quarter of emotional boundaries do not coincide
with structural ones. We also study inter-annotator agree-
ment on emotional segmentation. Lastly, we evaluate dif-
ferent unsupervised segmentation methods when applied
to emotional boundary detection and find that, in terms of
F-measure, the Structural Features method performs best.

1. INTRODUCTION

Improving automatic music emotion recognition (MER)
methods is crucial to enhance accessibility of large music
collections for both personal and commercial use. Driven
by this interest, the MER field greatly expanded in the last
decade. One of the fundamental MER problems is tracking
emotion over time, or music emotion variation detection
(MEVD). This problem is usually approached by a contin-
uous approach to MER (dynamic MER), when the emotion
of a piece of music is predicted on a second-by-second ba-
sis. Though dynamic MER does not actually assume that
emotion in music should change every second, the current
methods tend to work on very low time resolutions both
by choosing rather short excerpts where no serious mu-
sical development could occur (e.g., 15 seconds) and by
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collecting the ground truth with certain task demands on
the annotators. It has been notoriously difficult to collect a
ground truth for MEVD with a reasonable inter-annotator
agreement, and the reason may lie in the fact that musi-
cal meaning is usually communicated during bigger time
spans than several seconds, and it is therefore difficult and
unnatural for the listeners to evaluate their emotional re-
sponse to music in such a way. Though it might still be in-
teresting and important to track musical change over time,
the question should be raised whether change on such a
short time scale is actually an expression of musical emo-
tion or the means of creating emotional expression on a
higher level (e.g., accelerando or crescendo).

A bordering MER field (static MER) studies identifi-
cation of emotion in somewhat longer musical segments.
Static MER methods usually deal with excerpts of 15 to
30 seconds. It is natural for listeners to describe musical
content by applying emotional labels to musical excerpts
or complete pieces. This kind of labels are used by most
music services to categorize their data. However, the real
world problem of MEVD requires music to be presegmen-
ted into fragments with stable emotion. This problem is
usually just neglected by static MER methods, which of-
ten use ground-truth excerpts picked by randomly sam-
pling the audio and filtering out the excerpts that receive
contradictory ratings from experts. Also, sometimes the
problem is solved (or rather avoided) by trying to pick the
most representative part of the song for classification (e.g.,
chorus).

Hence, many questions about emotional segmentation
of music remain unsolved. What is a typical length of
an emotionally stable fragment in music? (Ironically, both
static and dynamic MER methods usually deal with musi-
cal excerpts of more or less the same lengths, ranging from
15 to 45 seconds in an attempt to cover as much different
music as possible while reducing the annotation burden.)
Is emotional segmentation explained by structural segmen-
tation? How many emotional boundaries are there typi-
cally in a piece of music? Which segmentation methods
work best when applied to emotional boundary detection?

These are the questions that we are going to deal with
in this paper. For these purposes we assemble a dataset of
52 double-annotated pieces from the RWC music database
[6], which also have structural annotations in the SALAMI
dataset [13]. We obtain a little under 2000 annotated emo-
tional boundaries (around 630 from each of the annota-
tors). We compare emotional and structural segmentation
of music, analyze the inter-annotator agreement and the
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average stable segment length. Then we apply four seg-
mentation algorithms to emotional segmentation problem
and benchmark them on our dataset. Though the dataset
is not big, a formal evaluation of emotional segmentation
performance has never been conducted before.

In this work, we are not going to deal with MER in a tra-
ditional sense (predicting emotion from a musical excerpt).
There already exist numerous state-of-the-art approaches
to this problem [20]. Here we will address the question
how to do the preprocessing step before static MER, i.e.,
emotional segmentation of music.

The rest of the paper is organized as follows. In section
2 we describe related research. In section 3 we explain
why dynamic MER methods, at least in their current form,
might not produce a good solution to the MEVD problem.
In section 4 we analyze the obtained emotional segmen-
tation. In section 5 we compare different segmentation
methods when applied to a problem of detecting emotional
boundaries in music. Section 6 concludes the paper.

2. RELATED WORK

Though the problem of emotional boundary detection has
not yet been addressed systematically, there exist MER
methods that can be applied to this problem, and we will
review them in this section. For a more general overview
of MER, [20] can be consulted.

2.1 Static MER for MEVD

The most simple approach to MEVD when using a static
MER method is detecting emotion over time using a slid-
ing window. This method would give a distorted result
when a sliding window has an emotional boundary in it.
In [21], a sliding window of ten seconds and 1/3 overlap
is used to segment a music piece, and a fuzzy classifier
is trained to detect the emotion of the segments. In [9]
it is suggested that a homogeneous music segment is usu-
ally around 16 seconds, and therefore a sliding window of
16s is used to detect the boundaries by comparing feature
distributions from neighboring windows. This approach is
shown to be viable, though many questions are left open.
For instance, only two features — intensity and timbre —
are tested, and the evaluation is conducted only on 9 pieces.
A similar approach is attempted in [15] to solve a multi-
label classification problem (with two sliding windows of
10s and 30s). It is concluded that a more sophisticated
emotional segmentation strategy is needed. Multi-label
classification approaches recognize that one musical piece
can express a variety of emotions and several labels are
applicable to one piece. However, the music is often still
handled in the same way as in the static MER approach. A
short excerpt (e.g., 30s) is selected ( [16], [17]), and several
labels are applied to it, which addresses the problem of mu-
sical ambiguity, but not musical change. As opposed to this
approach, in [18] a multi-label classification was applied
to whole musical pieces, which were pre-segmented us-
ing aligned lyrics annotations on an assumption that most
often emotion is stable within one sentence. Then, a hi-

erarchical Bayesian model was applied to a task of multi-
label classification. Due to the absence of ground-truth on
emotional boundaries in [18], it is left unclear how well
the annotated sentences in the lyrics actually correspond to
emotional structure of the musical piece.

To answer the question of what is the typical length of
musical segments that represent stable emotion, Xiao et
al. tried to classify excerpts of different lengths by emo-
tion and found that excerpts of 8 or 16 seconds have a
better classification accuracy than excerpts of 4 or 32 sec-
onds [19]. This experiment gives an indirect indication of
emotional segmentation resolution.

2.2 Dynamic MER

Dynamic MER methods are usually trained on time-series
of annotations, typically with a resolution of 1 or 2 Hz. In
Korhonen et al. [7], musical emotion is modeled as a func-
tion of musical features using system identification tech-
niques. In [11], conditional random fields were used to
model continuous emotion with a resolution of 11 ⇥ 11 in
valence-arousal space. A similar strategy was employed
in [4], where dynamic texture models were trained corre-
sponding to quadrants of resonance-arousal-valence model
and applied to predict musical emotion continuously. When
separate models are trained to predict different emotions,
emotional boundary detection occurs naturally. This ap-
proach might be problematic, however, due to lack of reso-
lution in the emotional space. Also, for boundary detection
it might be more important to keep track of the local con-
text and relative changes in musical attributes rather than
predict an absolute rating at every moment. This is why
unsupervised methods might work very well in this case.

3. MOTIVATION

While static MER methods cannot deal with emotionally
non-homogenous music, dynamic MER methods approach
this problem by taking the fragmentation to the extreme
(the typical resolution of a dynamic MER method is 1 sec-
ond), which might create even more problems than it solves.
Firstly, the output (per-second emotion prediction) produ-
ced by a dynamic MER method is not easily interpretable
and useful. Secondly, it seems that musical emotion is not
conceptualized in this way by listeners.

3.1 Analyzing dynamic MER ground-truth

Dynamic MER relies on human ground-truth in the form
of per-second emotional annotations, which are typically
recorded from an annotator continuously moving their cur-
sor in a one or two-dimensional space [1, 14]. It seems
that this task is extremely difficult for humans, which is, in
particular, indicated by a very low inter-annotator agree-
ment as compared to static annotations (where, due to task
subjectivity, it is also not very high). For the MediaEval
dataset [1], the average Kendalls W is 0.23 ± 0.16 for
arousal and 0.28 ± 0.21 for valence, and for the Mood-
Swings Lite dataset [14] the mean Kendall’s W is 0.21 ±
0.14 for arousal and 0.23 ± 0.17 for valence. All these
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Figure 1. Dynamic annotation of 45 seconds of audio from
[1]. One third of the annotators react to every beat of slow
music by a peak in arousal.

numbers indicate weak agreement. There are several typi-
cal problems arising when annotating music continuously:

1. A dimensional annotation interface has an absolute
scale. For instance, on an axis with a slider control-
ling valence, the leftmost side represents the most
miserable music imaginable, and the rightmost the
most ecstatic one. Giving absolute ratings is rela-
tively easy when evaluating music statically (com-
paring a piece to all existing music). When compar-
ing piece with itself over time, humans tend to think
of occurring changes relatively. This leads to a huge
difference in magnitude of given ratings, though the
direction of change can be indicated uniformly (e.g.,
see Figure 1).

2. Though it is not explicitly requested from the anno-
tators to move their cursor at all times, the task de-
mands (short excerpt, necessity to track and respond
continuously) lead to some of the annotators evalu-
ating every single musical event (e.g., see Figure 1).
This results in annotations on widely different ‘zoom
level’.

We argue that continuous annotation is so difficult (al-
beit through training in the lab and a careful selection of
complete music pieces it is possible to obtain satisfying
results [3]) because it is unnatural for humans to evalu-
ate their emotional response on a per-second basis, since
emotional expression occurs on a much larger time-scale.
Though through years of exposure to music listeners ac-
quire an ability to associate certain timbres with genre and
emotion, and a crude emotional interpretation is possible
even from short sounds snippets of 300ms [8], we believe
that real-life emotional interpretation of music is much more
complex and happens during longer time spans, most cer-
tainly when it concerns induced emotion.

Figure 2. Histogram of segment durations for the three
annotators separately.

4. ANALYSIS OF EMOTIONAL BOUNDARIES

4.1 Data

The dataset consists of 52 complete pieces [6] from Pop,
Jazz and Genre (the latter contains rock, soul, world etc.
music) collections of RWC music database. We picked the
pieces that already had SALAMI [13] annotations in order
to compare structural and emotional segmentation. The
SALAMI annotations for these pieces are single-keyed,
our annotations are triple-keyed in order to enable mea-
suring agreement.

The three annotators received instructions to mark when
emotion of the piece changes. There were no explicit in-
structions as to what could be interpreted as an emotional
boundary. They were also instructed to mark the transi-
tions between stable emotional states as separate sections,
in case those were long enough to be perceived as sepa-
rate ‘transition states’. In practice, this meant for instance
marking long diminuendo (fade-out) at the end of a musi-
cal piece as a separate section.

In total, annotators marked 562, 602 and 746 emotional
boundaries, respectively. The dataset is available from the
website osf.io/jpd5z.

Evaluation metric A2!A1 A3!A2 A1!A3
Precision @ 0.5 0.47 0.43 0.52
Recall @ 0.5 0.48 0.33 0.55
F-measure @ 0.5 0.46 0.37 0.67
Precision @ 3 0.73 0.88 0.72
Recall @ 3 0.76 0.79 0.88
F-measure @ 3 0.73 0.77 0.78

Table 1. Inter-annotator boundary retrieval with a toler-
ance window of 0.5 and 3 seconds.

4.2 Inter-annotator agreement

The mean number of boundaries per piece was 12.2 (me-
dian = 11.5). The average segment length was 19.5 ± 18s.
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Figure 2 shows the histograms of segment lengths from
the three annotators. We can see that the distribution is
skewed, 90% of intervals are shorter than 37 seconds. An-
notators 1 and 3 have annotated more short segments than
annotator 2, which was caused mostly by their different
decisions about short (1–3 seconds) transition segments in
music (e.g., short pauses between verse and chorus).

Unfortunately, segmentation tasks are not well-adapted
for formal inter-annotator agreement calculation. We per-
form the standard F-measure evaluation as is common in
the literature [13]:

F1 = 2
precision · recall

precision + recall
. (1)

Table 1 shows the F-measure at 0.5 and 3 seconds. The
metrics are similar to those obtained for the structural seg-
mentation task, though a bit lower for a 0.5s window [13].
It seems that 0.5s window is too strict for these particular
annotations. This might be caused by the nature of the task.
Though some emotional boundaries are rather abrupt, oth-
ers are smeared by a transitional musical process necessary
for an emotion to modulate from one state to another.

4.3 Structural segmentation explaining emotional
segmentation

In order to check how well emotional segmentation is ex-
plained by structural segmentation we compared the emo-
tional boundary annotations to structural boundaries in the
SALAMI dataset. The SALAMI dataset contains hierar-
chical annotations on multiple levels — musical function
(verse, chorus, etc.), lead instrument, and musical similar-
ity on large and small scale. Table 2 shows the precision,
recall and F-measure obtained when predicting emotional
segmentation from structure. From the table we can see
that about 69 to 80% of the emotional boundaries coin-
cide with large section boundaries. More than a half of
the boundaries coincide with the lead instrument change.
Small-scale similarity was not included in the table be-
cause of the abundance of small-scale boundaries (mean-
ing close to 100% recall and very low precision). We also
didn’t include the 0.5s time resolution, because emotional
segmentation seems to be less precise than structural and
0.5s time resolution is too detailed.

It is important to note that, with regard to F-measure, the
emotional annotations when retrieved from each other have
a bigger score than with any of the structural segmentation
annotations.

5. SEGMENTATION METHODS EVALUATION

Segmentation methods are usually categorized into homo-
geneity, novelty and similarity based methods. We argue
that for emotional boundary detection only the first two
categories are relevant, because an emotional boundary is
usually signified by changes in loudness, timbral proper-
ties, harmony, instrumentation, etc., and though it might
coincide with repetitive segments (i.e., chorus), there is no
straightforward connection between them. Hence, in this
section we are mostly going to evaluate homogeneity and
novelty based methods, namely Convex NMF [10], Mood
Tracking [9], the classic method by Foote [5] and Struc-
tural Features [12]. We implemented the Mood Tracking
method as described in the article, and adapted an imple-
mentation 1 of the rest for our purposes (i.e., feature ex-
traction, thresholds etc. as described below).

All of these methods are unsupervised and take as in-
put time-series of features extracted from audio. We ex-
tract both low (mfcc, chroma, energy, dissonance and other
spectral features) and high-level (scale, tempo, tonal stabil-
ity) beat-synchronized audio features using Essentia [2].
Beats are determined using the Essentia BeatTracker algo-
rithm. All the music files have 44100 Hz sampling rate
and are converted to mono. To extract low-level timbral
features we use a half-overlapping window of 100ms, and
a window of 3 seconds for high level features. The fea-
tures are smoothed with median sliding window, normal-
ized, and resampled according to detected beats (see Figure
3a).

We use the same feature set to evaluate all the algo-
rithms. Many segmentation algorithms limit themselves to
using only MFCC or chroma features, but through experi-
mentation with different feature sets we found that adding
other spectral and high-level features significantly improves
the performance on our dataset.

To combine the annotations, we decided to select only
the boundaries which were marked by all the annotators
with a tolerance window of 3 seconds. We will call them
common. It can be assumed that the boundaries present in
all the three annotations are the most prominent and im-
portant ones.

5.1 Summary of evaluated methods

5.1.1 Foote

Foote’s method [5] relies on a self-similarity matrix (com-
posed using pairwise sample comparisons). A short-time

1 https://github.com/urinieto/SegmenterMIREX2014

Evaluation metric Functions Large scale Instruments

A1 A2 A3 A1 A2 A3 A1 A2 A3

Precision @ 3 0.61 0.68 0.67 0.63 0.63 0.67 0.52 0.50 0.51
Recall @ 3 0.74 0.78 0.75 0.69 0.80 0.75 0.55 0.55 0.58
F-measure @ 3 0.65 0.71 0.69 0.64 0.68 0.69 0.50 0.50 0.55

Table 2. Retrieving emotional segmentation from structural segmentation
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C-NMF SF Foote MT (enh.)
Evaluation

metric C A1 A2 A3 C A1 A2 A3 C A1 A2 A3 C A1 A2 A3

P@3 .27 .35 .36 .47 .33 .43 .49 .57 .31 .38 .41 .50 .18 .28 .27 .34
R@3 .71 .67 .69 .67 .67 .61 .68 .61 .72 .67 .72 .66 .43 .47 .47 .41
F@3 .36 .43 .45 .52 .41 .47 .55 .56 .39 .45 .50 .53 .23 .34 .33 .35

Table 3. Performance of investigated methods on emotional segmentation task (F-measure).

Figure 3. An illustration of the boundary detection pro-
cess on the Radetzky March by J. Strauss Sr.. a) Beat-
synchronized features. b) Annotations. c) Novelty curves
and detected boundaries.

Gaussian checkerboard-shaped kernel is slided over the di-
agonal of the matrix, resulting in a novelty curve. The
boundaries are detected by picking the peaks on the nov-
elty curve. We experimented with different distance mea-
sures to compute the SSM and found that standardized eu-
clidean distance gave the best results, which is computed
between two vectors u and v as follows:

q

X

(ui � vi)2/V [xi] , (2)

where V is the variance vector; V[i] is the variance com-
puted over all the ith components of the points. We set the
size of the checkerboard kernel to the size of the average
emotionally stable segment — 20 seconds.

5.1.2 Convex NMF

The Convex non-negative matrix factorization method [10]
(Convex NMF) uses a convex variant of NMF in order to

divide the audio features into meaningful clusters. This
algorithm focuses both on finding segments and grouping
them by similarity. If a NMF of input feature matrix X is
FG, Convex NMF adds a constraint to the columns of the
matrix F (f1, f2, ..., fn) that the columns should become
convex combinations of the features of X:

fi = x1w1j + ... + xpwpj = Xwj , j 2 [1 : r], (3)

where xp is a column of matrix X , r is a rank of decom-
position, and wij � 0,

P

j wij = 0. This makes columns
fi interpretable as cluster centroids. We set the rank of
decomposition to 2.

5.1.3 Mood Tracking

A method by Lu et al. [9] finds boundaries by comparing
the audio features extracted from the two consecutive win-
dows of 16 seconds and computing a difference between
them. A novelty curve is formed using an obtained differ-
ence feature, from which peaks are picked. The difference
between the consecutive windows is computed using diver-
gence shape measure:

Di|i+1 =
1

2
Tr

⇥

(Ci � Ci+1)(C
�1
i+1 � C�1

i )
⇤

, (4)

where Ci and Ci+1 are the covariance matrices of features
of windows i and i + 1. Then, confidence of boundary is
computed:

Confi|i+1 = exp

✓ |Di|i+1 � Dmean|
Dvar

◆

, (5)

where Dmean and Dvar are the mean and variance of all di-
vergence shapes for this song. From a list of boundary
confidences the boundaries are retrieved by satisfying con-
ditions of being a local maximum and exceeding a local
adaptive threshold.

We implemented the method as it was described in [9],
but it didn’t work well in its original form on our data. The
constraint of 16 seconds was too conservative and adaptive
threshold window was too narrow. We describe an opti-
mized version below. The optimized version performs on
average about 10% better than the original method, and we
only show the performance of the optimized version in Ta-
ble 3.
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5.1.4 Enhanced Mood Tracking

The best results with Lu et al. method were obtained using
a window of 4 seconds to compute the divergence shape
measure. We smoothed the boundary confidence vector
with a median filter before peak picking. To pick the peaks,
we select a maximum in a neighbourhood of 10 beats in
case it exceeds both of the two threshold – a moving aver-
age and half of the global average.

Though the performance of the method improved with
modifications, it still performed worse than other methods
in our evaluation.

5.1.5 Structural Features

The Structural Features (SF) method is both homogene-
ity and repetition based. It uses a variant of lag matrix to
obtain structural features. The SF are differentiated to ob-
tain a novelty curve, on which peak picking is performed.
The SF method calculates self-similarity between samples
i and j as follows:

Si,j = ⇥ ("i,j � ||xi � xj ||) , (6)

where ⇥(z) is a Heaviside step function, xi is a feature
time series transformed using delay coordinates, ||z|| is a
Euclidean norm, and " is a threshold, which is set adap-
tively for each cell of matrix S. From matrix S structural
features are then obtained using a lag-matrix, and comput-
ing the difference between successive structural features
yields a novelty curve.

5.2 Evaluation results

Table 3 shows the results obtained in evaluation. We only
use a tolerance window of 3 seconds, because for our dataset
a tolerance window of 0.5s is too strict. From the table we
can see that the SF method consistently shows the best re-
sults in terms of F-measure. The method proposed in [9]
consistently shows the worst results.

6. DISCUSSION

In this paper we discussed the problems associated with
dynamic MER and argued that these problems originate
from the unnaturally low time resolutions that dynamic
MER is usually dealing with (Section 3). We proposed
to move to bigger time resolutions by tracking emotionally
stable segments over time and identifying transitions be-
tween them. We call this problem emotion based segmen-
tation, and conduct a formal evaluation procedure, which
has not been done before for this task.

We collected data on emotional segmentation of music;
in total about 2000 emotional boundaries were annotated.
In general, the annotators could agree rather well when
identifying stable emotional segments, the inter-annotator
F-measure was comparable to the one obtained for, sup-
posedly less ambiguous, structural segmentation task, ex-
cept for the very high resolution level (0.5 s). In terms of
F-measure the emotional annotations coincide with each
other better than any of the structural segmentation lev-
els. That means that there exist some robust and important

emotional boundaries which are not explained by structural
segmentation.

We compared emotional and structural segmentation and
found that emotional boundaries coincide with structural
boundaries very often. About half of the emotional bound-
aries were accompanied by a lead instrument change. Ap-
proximately 25% of the emotional boundaries did not coin-
cide with the structural boundaries. For instance, an emo-
tional change can occur within a structural section due to a
modulation to a different tonality.

We found that the average length of stable emotional
segment is approximately 20 seconds. This finding could
be used to calculate a suitable length of musical excerpts to
be employed for MEVD algorithms development and eval-
uation. Namely, we believe that length of such excerpts
should be several times bigger than 20 seconds.

We evaluated different unsupervised segmentation al-
gorithms on the task of emotional segmentation and found
that the SF method performed best. This segmentation
method is different from the second best Foote’s method by
incorporation of repetition-based criteria along with homo-
geneity-based ones. This shows that sequences of emotion-
ally stable segments, probably, repeat in the same way as
structural sequences, and therefore repetition-based cues
are useful for emotional boundary detection. This find-
ing goes against our initial intuition that novelty and ho-
mogeneity cues must be the only ones important to de-
tect emotional change. The Mood Tracking method was
demonstrated to be least useful. This method only uses a
very narrow local context to find the discontinuities in a
feature matrix, which appears to be not enough. We also
found that employing higher level audio features, along
with traditional chroma features and MFCCs, improves the
performance of the methods on emotional segmentation
task.

Though SF’s method performed reasonably well, its per-
formance was still much worse than the performance achie-
ved by best methods for structural segmentation, which is
a more mature area of research now. Developing better
emotional segmentation methods is a crucial task to enable
applying static MER algorithms to real world problems.
We leave this task for future work, which can be facilitated
by the data provided in this study.
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