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ABSTRACT

In this paper, we evaluate the usefulness of several monau-
ral blind source separation (BSS) algorithms in the context
of vocal detection (VD). BSS is the problem of recovering
several sources, given only a mixture. VD is the problem of
automatically identifying the parts in a mixed audio signal,
where at least one person is singing. We compare the re-
sults of three different strategies for utilising the estimated
singing voice signals from four state-of-the-art source sep-
aration algorithms. In order to assess the performance of
those strategies on an internal data set, we use two differ-
ent feature sets, each fed to two different classifiers. After
selecting the most promising approach, the results on two
publicly available data sets are presented. In an additional
experiment, we use the improved VD for a simple post-
processing technique: For the final estimation of the source
signals, we decide to use either silence, or the mixed, or the
separated signals, according to the VD. The results of tra-
ditionally used BSS evaluation methods suggest that this is
useful for both the estimated background signals, as well
as for the estimated vocals.

1. INTRODUCTION

Monaural Blind Source Separation (BSS) is a technique for
the separation of at least two components from a single-
channel signal without using additional information, like
the instrumentation or the notation of a musical piece. It is
extremely challenging, since we have to deal with the fact,
that less mixtures than sources are at hand.

The result of BSS could be useful for many tasks like
remixing, creating karaoke songs, manipulate isolated in-
struments, and so on. Certain Music Information Re-
trieval (MIR) tasks could also benefit from a BSS as a pre-
processing step, e.g. vocalist similarity, pitch detection, au-
tomatic transcription, keyword spotting, . ..

Unfortunately, it is hard to estimate the usefulness of
a certain BSS algorithm for a specific task beforehand.
Metrics usually used for evaluating BSS (see Section 4.1)
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are certainly useful for comparison purposes, but have
only limited meaningfulness when it comes to the ultimate
question if BSS is actually useful for a specific task.

To give an example, Schuller et al. had no success with
achieving better results for tempo and key detection by util-
ising drum beat separation in [20], despite the fact that the
audible results seemed good enough to be used for music
remixing. On the other hand, Weninger et al. achieved a
significant performance gain in the 3-class task of detect-
ing singing voice segments and simultaneously recognis-
ing the vocalist gender in [21].

Therefore, we evaluate the usefulness of several state-
of-the-art BSS algorithms in the context of vocal detec-
tion (VD), also referred to as singing voice detection. For
this task, usually several features are extracted frame-wise
from the audio signal and fed to a classifier [9, 13, 14, 19,
21,22], or even to a speech-recogniser [1] in order to obtain
the vocal/non-vocal decision. Given this use case, we are
mainly interested in separating the signal into two sources:
vocals and background. In order to find the best usage of
the BSS results, we discuss the outcome of three different
strategies.

Furthermore, we investigate if the quality of the sep-
arated sources can be improved by using VD as a post-
processing technique: For the estimated vocals we mute
the parts which are not classified as such by our VD to re-
duce non-voiced artifacts. For the estimated background,
we replace the parts which are classified as non-vocal by
our VD with the original mixed audio signal.

2. SELECTED BSS ALGORITHMS

We selected four state-of-the-art BSS algorithms, all of
them were already used to extract the singing voice from
a mixed audio signal, and reference implementations are
provided by the authors. Due to limited space, we can dis-
cuss the methods only briefly, and refer to the original pa-
pers.

The adaptive REpeating Pattern Extraction Technique
(aREPET) is a method, where repeating patterns (back-
ground) are identified and used to separate non-repeating
(foreground) elements. Those elements are often the vary-
ing vocals, and it was shown in [18], that this technique
can be used for Music/Voice Separation. There are sev-
eral variants of the REPET algorithm [11,16-18], whereas
according to the results from Liutkus et al. in [12] the
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aREPET yielded the best Agpg for vocals out of three vari-
ants. Therefore, we consider the aREPET the most promis-
ing variant and choose this for our comparison.

The FASST toolbox by Ozerov et al. [15] allows to
specify prior information and implement arbitrary sepa-
ration problems. Therefore, it is not merely a method,
but more a general framework. However, a baseline im-
plementation is included in the toolbox, which separates
a song into the four sources drums, bass, main melody,
and the rest. It comes with pre-trained models for several
sources, incl. singing voice, which is in our case used to
extract the main melody source.

The Kernel Additive Modelling (KAM) approach [10,
12] uses source-dependent proximity kernels to describe
local dynamics like periodicity (similar to REPET),
smoothness, stability over time or frequency, and more.
The different sources are then separated by an algorithm
called iterative kernel backfitting.

Huang et al. use in [8] Robust Principal Component
Analysis (RPCA) for the separation of singing voice. Their
basic assumptions are, that singing voice is relatively
sparse within songs, and accompaniment is in a low-rank
subspace due to its repetitive structure. Their method uses
solely the spectrogram as input, and neither training nor
particular features are required.

Another interesting approach, which we didn’t include
in our experiments (because of the results reported in [12]),
is suggested by Durrieu et al. in [3], where a source-filter
model is used for the vocals, and non-negative matrix fac-
torisation (NMF) for the background.

3. EXPERIMENTS

In this Section, we discuss the outcome of three different
strategies to utilise the results of the selected BSS algo-
rithms.

3.1 Internal Data Set

For the first experiments, we use a set of 149 annotated
rock songs by 149 different artists. All songs are recorded
at a sampling rate of 22 kHz with 16-bit resolution and
converted to mono. Background and vocal tracks are sepa-
rately available to allow for a more complex evaluation of
the results. Approximately 52% of the frames are anno-
tated as vocal, and the amount of pure singing, i.e. with-
out instrumental accompaniment, is negligible. This set is
split into a 75 song train set, and a 74 song test set, ap-
proximately 5h each. It is challenging for BSS algorithms,
because it contains lots of guitar soli, where singing voice
characteristics are mimicked.

3.2 Feature Sets and Classifier

For the following experiments we choose the features from
[9], which we refer to as IC14 for the remainder of this pa-
per. The IC14 feature vector comprises 116 attributes in
total. This method was already compared to several oth-
ers in [9], and turned out to deliver the best VD results in
almost every testing scenario.

For new insights, we compare this feature set to the
one used by Weninger et al. in [22], henceforth referred
to as OS11. This feature vector comprises 46 attributes. It
was used along with a BLSTM-RNN classifier to achieve
state-of-the-art performance for several singing voice re-
lated classification tasks, among them gender recognition
and VD.

In our implementation, both feature sets are extracted
with a fixed frequency of five observations per second (200
ms frames). Therefore, the units of audio to be classified
are 200 ms frames. In the original implementation of OS11
in [22], the features were extracted beat-wise, hence using
a variable framesize. As classifier, we choose the Random
Forest (RF) as well as the Support Vector Machine (SVM)
implementations of the Weka toolkit [7]. To be able to
focus on the performance of feature set and classifier, no
post-processing is applied.

3.3 Foreground Separation Evaluation

In this Section we present the results of the first strategy,
were we extract the features (IC14 from [9], OS11 from
[22]) from just the separated foreground audio signals.

The results are presented in Table 1, where we first see
the performance of a model trained from the original audio,
and tested with the original audio (row MIX). To simulate
a perfect BSS, we additionally extract the features from the
real vocal track (containing only vocals and silence) of the
song, and test with the same model as before (row VOC).
Clearly, the results improve by just using pure vocals as test
data, e.g. from 83.7% to 91.6% accuracy for the IC14 fea-
ture set and the Random Forest (col. RF-accuracy-IC14).

For the upcoming results, we use the placeholder
METHOD to refer to the four BSS algorithms {aREPET,
FASST, KAM, RPCA} in general. For METHOD, clas-
sification, we always use the model trained from the mixed
audio signals. For METHODy, classification, we use the
model trained from the separated vocal signals to incorpo-
rate BSS characteristics.

The test data presented to the classifier is extracted from
the separated vocals. As can be seen in Table 1, con-
sistently and regardless of the feature set and classifier,
both accuracy and F-measure improve when the model is
trained with the separated vocals instead of the mixed au-
dio data.

Nevertheless, there is quite some room for improve-
ment, since all methods show a substantial performance
decrease relative to testing with pure vocals (row VOC).

Compared to the results of training and testing with
the mixed audio data (row MIX), only the aREPET,, and
RPCA,., methods, where both training and testing is done
with the separated foreground, yields slightly better results
(e.g. for RF-accuracy-IC14: 83.7% vs. 84.1% and 84.5%
respectively).

Interestingly, the feature set from [22] in combination
with the SVM (col. SVM-accuracy-OS11) is only in the
pure vocals scenario (row VOC) superior to the feature set
from [9] (col. SVM-accuracy-1C14) (94.9% vs. 93.9% ac-
curacy). It seems that the feature set from [22] is quite ca-



Proceedings of the 16th ISMIR Conference, Malaga, Spain, October 26-30, 2015

Internal Data Set (framesize=200ms)

RF SVM
accuracy F-measure accuracy F-measure

ICl4  Osll | IC14  0sil || 1C14  0S1l | ICI4 08Il
MIX 837 795 | 846 814 || 855 807 | 863 819
VOC 916 910 | 920 905 || 939 949 | 943 951
aREPET,y || 768 756 | 800 781 || 783 742 | 797 789
aREPETy, || 841 796 | 850 810 || 861 811 | 866  .822
FASSTmx || 732 670 | 682 603 || 751 711 | 756 686
FASSTyep 826 778 | 835 795 || 845 791 | 854 803
KAM iy 752 736 | 773 738 || 631 577 | 728 09
KAMiep 826 786 | 835 798 || 849 805 | 855 815
RPCA iy 752 691 | 188 763 || 620 563 | 704 703
RPCAgep 845 797 | 851 809 || 861 820 | 867 828

Table 1. Results of Foreground Separation. F-measure re-
lates to the class vocal. MIX: trained and tested with mixed
audio; VOC: trained with mixed audio, tested with pure vo-
cals. METHOD,,x: trained with mixed audio, tested with
separated vocals; METHODy,: trained and tested with
separated vocals. The columns IC14 and OSI11 refer to
the feature sets used in [9] and [22].

pable to model singing voice, but less robust to background
noise.

Generally, comparing the performance of the classifiers,
SVM delivers better results than the Random Forest. Re-
garding the feature set, IC14 seems to be the better choice.
This can also be observed in the following experiments.

3.4 Foreground Concatenation Evaluation

Here, we concatenate the features extracted from the mix
to the features extracted from the separated foreground into
a single feature vector, hence doubling its size.

In Table 2 we can see that this strategy leads to bet-
ter results regardless of BSS method, classifier and feature
set. In order to assess the upper bound of this strategy,
we include the results when using the real vocals also (row
MIX+VOC), simulating perfect separation. Similar to Sec-
tion 3.3, the results from utilising RPCA are the best, even
though the absolute differences between the BSS methods
are within 1 percentage point (ppt).

Compared to the previous strategy (see Section 3.3), the
computational effort is much higher. This is especially true
for training the SVM, due to the increased size of the fea-
ture vector. Therefore, we evaluate another strategy in the
next Section, where the size of the feature vector stays the
same instead of being doubled.

3.5 Foreground Enhancement Evaluation

In this Section we present the results of the third strategy to
improve VD. In order to enhance the vocals (i.e. increase
the SNR), we remix the separated foreground with the orig-
inal signal. The mixes were made with different levels of
the separated track, ranging from —6 dB to 6 dB in 3 dB
steps. The results from 0 dB indicate, that the remix was
done without any gain changes.

Training as well as testing was done by using the fea-
tures extracted from the remixed signals. Again, we in-
clude the results when using the real vocals also. In Ta-
ble 3 we can see that different gain changes for remixing
do not make a big difference for the results, regardless of

Internal Data Set (framesize=200ms)

RF SVM
accuracy F-measure accuracy F-measure
IC14 OSI1 | IC14 OSI1 IC14 OS11 | IC14 OSl1
MIX 837 795 | .846 814 .855 807 | .863 819
MIX+VOC 960 985 | .962 .986 .976 984 | 977 985
MIX+aREPET 845 .800 | .853 817 .865 825 | .872 834
MIX+FASST .842 798 | .850 816 .863 825 | .871 835
MIX+KAM 844 .800 | .853 815 871 830 | .877 839
MIX+RPCA 850 .806 | .858 .822 .870 .833 | .877 841

Table 2. Results of Foreground Concatenation. MIX:
trained and tested with mixed audio. For training and test-
ing of the methods aREPET, FASST, KAM, and RPCA,
the classifier is given a double-sized vector containing the
features from the mixed and the separated audio signal.
MIX+VOC: concatenating features from the real vocals to
simulate perfect separation.

the BSS method, classifier and feature set, except when
using the real vocals (rows VOC). However, only the fea-
ture set from [9] allows for results at least as good as for
the previous experiment in Section 3.4. Since those results
are achieved without the additional computational burden
due to a two-fold feature extraction, and the increased size
of the feature vector, the enhancing-by-remixing strategy
seems to be the best choice.

Again, RPCA based results are slightly better compared
to the other source separation methods.

3.6 Final Method

Considering the results from the previous experiments,
we choose the following setting for the upcoming ex-
periments: For source separation, we choose the RPCA
method, and we use the result to enhance the singing voice
by remixing it with the original signal with an increased
gain of 6 dB. The 116-attribute feature set IC14 as sug-
gested in [9] is used, and fed to a SVM classifier with a
radial basis function (RBF) kernel (C' = 2, v = 0.35). The
remixed audios are used both for training and testing.

A very simple post-processing, where we use a median
filter (order=5) for majority voting is also applied, which
improves the results slightly from 87.3% to 87.8% accu-
racy.

3.7 Results on Public Data Sets

In this Section we compare the results of our suggested
method as described in Section 3.6 to previously published
results.

3.7.1 Jamendo

In [19], the authors presented results on a precisely defined
split of the Jamendo data set, where the training set com-
prises 61 songs, and validation and test sets comprise 16
songs each. This allows for a fair comparison.

Table 4 lists the results reported by Lehner et al. in [9],
compared with our new method. While the untouched out-
put of the classifier (col. NEW) is on par with the (post-
processed) baseline (col. LEH), the simple post-processing
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Internal Data Set (framesize=200ms)
RF SV MODE|MAUCH|MODE |LEH |NEW [NEW+
accuracy F-measure accuracy F-measure
IC14  0SlI ! IC14 0OSl1l || IC14  OSI1 ! IC14  0Osil accuracy |.654 872 604 875 |.898 |.898
MIX 837 7795 | 846 814 ][ 855 807 | 863 819 recall 1.00 921 1.00 926 1.928 |.939
VOC —6dB B30 861 | 886 868 || 907 869 | Ol 874 P
VOC —3dB 895 883 | 900 888 || 922 888 | 925 892 precision |.654 887 604 8751.905 |.898
VvOC 0dB 909 905 | 914 907 || 937 907 | 939 911 _
vOC 3dB 923 926 | 926 927 || 949 927 | 951 929 F-measure|.791 904 733 900|917 |.918
VOC 6dB 937 943 | 940 944 || 960 945 | 961 946
aREPET —6dB || 844 792 | 852 800 || 862 807 | 869  BI8
aREPET —3dB || 843 792 | 852 809 || 863  .807 | 871 818
aREPET 032 235 ‘734 ‘85‘3‘ .311 ‘825 gog §7§ zgg Table 5. Results on the RWC data set. MAUCH: results re-
aREPET 3 845 795 | 85 811 || 866 812 | 873 . . . .
aREPET 6dB || 845 799 | 854 813 || 867 813 | 874 823 ported in [13]. NEW: our new classifier (SVM) with RPCA
FASST —6dB || 844 795 | 852 812 || 861 805 | 868 817 . :
FaSST —345 || sa2 70 | 831 813 || sz 507 | 870 810 based vocal enhancement. NEW+: incl. post-processing
FASST 0dB || 844 799 | 852 816 || 864 809 | 871 820 with median filter. LEH and NEW were trained on the 100
FASST 3dB || 843 799 | 851 816 || .865 811 | 872 822 o
FASST 6dB || 844 799 | 852 815 || 864 811 | 871  .822 RWC songs, MAUCH on 90 RWC + 12 additional (un-
KAM —6dB 845 801 | 854 816 || 866 815 | 813 825 . .
KAM —3dB 846 803 | 855 817 || 868 818 | 874 827 known) songs. MODE: baseline achievable by always pre-
KAM 0dB 847 804 | 855 817 || 868 819 | 874 828 s g o . : :
KAM  34B w5 503 | 555 mis || s0 w0 | s75 820 dicting the majority class (vocals); MODE o'f classification
KAM _ 6dB 845 803 | 854 816 || 870 821 | 876 829 accuracy thus tells the percentage of vocals in the data set.
RPCA —6dB 847 803 | 855 817 || 868 817 | 874 826
RPCA —3dB 848 805 | 856 819 || 870 818 | 876 827
RPCA 0dB 851 806 | .858 819 || 871 819 | 877 828
RPCA 3dB 850 807 | 858 819 || 872 820 | 877  .829
RPCA 6dB 850 .809 | .858 821 || 873 821 | 878 829 4. IMPROVING BACKGROUND AND VOCAL

Table 3. Results of Foreground Enhancement. MIX:
trained and tested with mixed audio. For training and test-
ing of the methods aREPET, FASST, KAM, and RPCA,
the classifier is given the features extracted from a signal,
where the separated vocals are remixed with the original
audio signal. VOC: using the real vocals instead of the
separated.

LEH NEW NEW+
accuracy .882 .882 .896
recall .862 .873 .892
precision .880 872 .884
F-measure 871 873 .888

Table 4. Jamendo corpus results. LEH: results reported
in [9]. NEW: our new classifier (SVM) with RPCA based
vocal enhancement. NEW+: incl. post-processing with
median filter.

(see Section 3.6) helps to reach better results, with an ac-
curacy of 89.6% (col. NEW+).

3.7.2 RWC

In [13], Mauch et al. report 87.2% accuracy with a 5-fold
cross validation (CV) on a 102 song data set that is com-
posed of 90 songs from the RWC music database [5], and
12 additional songs. Since we had just access to the 100
RWC songs, our results are only comparable to a certain
extent. Therefore, we also include the (post-processed) re-
sults reported from Lehner et al. in [9] (col. LEH), where
we could use exactly the same splits for the 5-fold CV.

In Table 5 we can see an improvement of 2.3 ppt accu-
racy by comparing LEH and NEW (87.5% vs. 89.8%), de-
spite the lack of any post-processing. The post-processing
(col. NEW+) did not improve the accuracy on this data set.
However, the increased recall (0.928 vs. 0.939) could still
be desired for certain use cases, even when it comes with
reduced precision (0.905 vs. 0.898).

ESTIMATES

In this Section, we discuss the results of BSS algorithms
in more detail regarding the amount of non-vocal artifacts
in the estimated vocals, and vocal artifacts in the estimated
background.

All of the four presented BSS methods have one char-
acteristic in common: they do not incorporate VD results.
In [18], the authors even state that their REPET method
does not require any explicit handling of singing voice seg-
ments. Although, by listening to the results of all presented
BSS algorithms in this paper, we believe there is neverthe-
less room for improvement. Our internal data set contains
a lot of instrumental soli, played by a guitarist. Consider-
ing the basic principle of e.g. the REPET method, it comes
as no surprise that the estimates of the vocals have pas-
sages containing those solo instruments only, and no vocals
whatsoever. This is especially troublesome for use cases
like artist recognition. On the other hand, the estimates of
the instrumental background often contain artifacts from
the singing voice. This is problematic for tasks like auto-
matic karaoke track creation.

In [2, 16], the vocal frames were already successfully
used to improve the results of the source separation, but
according to the annotated ground truth, and not to an au-
tomatic classification. Therefore, we investigate the im-
pact of VD on the results of the BSS with respect to met-
rics traditionally used to evaluate BSS algorithms. Even
though we consider only RPCA henceforth, the remaining
three BSS methods show a very similar characteristic in
that matter. Concerning the VD, we use the one improved
by RPCA as described in Section 3.6.

We suggest a simple post-processing strategy to im-
prove the estimates: Regarding the estimated vocals, we
simply filter out (i.e. mute) the non-vocal frames. In other
words, for the final estimates of the separated vocals, we
decide whether to use the vocal estimates from RPCA or
silence — according to our VD.

Figure 1 illustrates this principle, where we can see in
the upper plot a time signal of vocals (dark) embedded in
the mixture (bright). The lower plot shows the estimated
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Figure 1. Example of RPCA separated singing voice. In
the upper subplot we can see the mixed signal (bright) and
the embedded singing voice (dark). In the lower subplot
we can see the result from RPCA (bright) and the same re-
sult combined with singing voice detection (dark). Clearly,
the latter approach is closer to the true singing voice.

vocals (bright) from the RPCA method, and the vocals af-
ter the VD based post-processing (dark). Obviously, the
amount of non-vocal artifacts in the vocal estimate is re-
duced by applying this simple post-processing.

The same principle is applied in order to improve the
estimates of the background. Here, we decide for the final
estimates, whether to use the separated background or the
original mix. This means, the separated background is only
chosen, where the VD classifies the audio signal as vocal.

Nevertheless, it is not certain, if metrics traditionally
used to evaluate BSS algorithms also reflect any improve-
ment. A recall of vocals below an unknown — depending on
the current situation — threshold would cause too much of
the vocal estimates to be muted. At the same time, the esti-
mated background would suffer from too much presence of
vocals, since we would often wrongly opt for the original
mixture instead of the separated background. Therefore, a
thorough evaluation of the aforementioned post-processing
is necessary in order to shed light on how useful it actually
is.

4.1 Evaluation Metrics

In order to get meaningful evaluation results, we use the
measurements proposed by Gribonval et al. in [6], where
the overall estimation error is decomposed into target dis-
tortion, interference, and artifacts. Based on this compo-
nents, the following energy ratios are defined: source Im-
age to Spatial distortion Ratio (ISR), Source to Interference
Ratio (SIR), and Source to Artifacts Ratio (SAR). Source
to Distortion Ratio (SDR) is based on the three aforemen-
tioned measures, and serves as a global measure of distor-
tion. For all metrics applies, that higher values indicate
better performance.

Additionally, a set of measures that was proposed by
Emiya et al. in [4] is used. Compared to the previously
presented set, they better correlate with the perceived audio
quality judged by human listeners. The overall distortion
is also decomposed into the same three components, and
based on them, the following measures are defined: Target-

related Perceptual Score (TPS), Interference-related Per-
ceptual Score (IPS), and Artifacts-related Perceptual Score
(APS). The Overall Perceptual Score (OPS) is based on the
three aforementioned scores, and serves as a global mea-
sure of perceived audio quality. Similar to the aforemen-
tioned metrics, higher values indicate better performance.
All measures were extracted with the PEASS toolkit [4].

4.2 Evaluation Results

In this Section, we present box plots of the evaluation
results on our internal data set (see Section 3.1) regard-
ing the VD based post-processing method, which we de-
scribed in Section 4. Audio examples are available at
http://www.cp. jku.at/misc/ismir2015bss.

4.2.1 Background

In Figure 2, we can see the evaluation results of the back-
ground, separated with RPCA. For each metric, we can see
three results: raw RPCA output (A), RPCA output post-
processed with VD (B), and RPCA output post-processed
with ground-truth annotations (C). By adding the results
from a ground-truth based post-processing, we assess the
potential benefit of the suggested post-processing method,
and how far away we are from this optimum.

Compared to the raw RPCA outputs A, the post-
processed results B and C improve for all metrics, except
IPS. The median of the global measure of distortion (SDR)
improves by 2 dB for post-processing B, and 1.9 dB for
post-processing C (A: 1.3 dB, B: 3.3 dB, C: 3.2 dB). This
suggests, that our VD performs on par with using ground-
truth.

The median of the global measure of perceived audio
quality (OPS) improves by 6.5 points for post-processing
B, and 8.3 points for post-processing C (A: 26.5, B: 33.0,
C: 34.8). Even though the median OPS is approximately
the same for post-processing B and C, we can see still room
for improvement, since the distribution of the ground-truth
based results C has a tendency towards higher values.

Interestingly, compared to the raw RPCA output A, the
median of the IPS results drops for both post-processing
methods. For the VD based results B, we assume, this is
due to some missed vocals, where the original mix is cho-
sen instead of the separated background. This causes the
vocals to be moved back into the final background estima-
tion, and deteriorates the result. For the ground-truth based
results C we assume, this is due to the fact, that the vocal
track that we use for evaluation, contains not complete si-
lence, but rather some noise. But our final estimation of
the vocals replaces non-vocal segments with silence.

Based on the results, we consider it useful to incorpo-
rate VD in order to yield better estimations of the back-
ground. This could be especially useful for generating
karaoke tracks, where for the non-vocal segments the orig-
inal mixture can be used, without any loss in quality due to
BSS characteristics. Obviously, for songs with high vocal
content, the impact will be rather small.
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Figure 2. RPCA background estimation evaluation results.
A: raw RPCA output; B: VD post-processed output; C:
post-processed using ground truth. Higher values indicate
better performance. In general, the performance increases
for all metrics, except IPS. We assume, this is due to some
missed vocals from our VD, where the original mix (incl.
vocals) is chosen instead of the separated background.

4.2.2 Vocals

In Figure 3, we can see the evaluation results of the vo-
cals, separated with RPCA. Compared to the raw RPCA
outputs A, the median of SDR indicate better performance
for the post-processed output B (-7.2 dB vs. -4.9 dB), and
no improvement comparing post-processing B to C.

The impact of silencing all non-vocal segments for the
final vocal estimates can be seen in the interference re-
lated SIR (A: -2.0 dB, B: 0.2 dB, C: 0.6 dB). The per-
ceptually motivated IPS reveals this relationship even bet-
ter, where we can see an improvement of 11.2 points for
post-processing B and 12.5 points for post-processing C
(A:41.2, B: 524, C: 53.7).

The median of the OPS improves by 8.3 points for post-
processing B, and 9.7 points for post-processing C (A:
10.9, B: 19.2, C: 20.6).

Similar to the background estimates, the results of
the metrics indicate improvement, when VD based post-
processing is applied. Especially for tasks like artist recog-
nition it could be useful to only use the parts which are
classified as vocals, even when some are missed by the VD.

5. CONCLUSION AND OUTLOOK

In this paper we first presented the outcome of three strate-
gies of utilising different monaural BSS techniques to im-
prove VD: foreground separation, foreground concatena-
tion, and foreground enhancement. According to the re-
sults on an internal data set, foreground enhancement is
the best strategy. The difference of the usefulness between
the four techniques aREPET, FASST, KAM, and RPCA is
relatively small, and the latter usually performs best. We
compared the results achieved with the best approach on
publicly available data sets, and could show an improve-
ment of 2.3 ppt relative to the baseline, reaching an accu-
racy of 89.8% on the RWC data set. Compared to the same
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Figure 3. RPCA vocal estimation evaluation results.

A: raw RPCA output; B: VD post-processed output; C:
post-processed using ground truth. The global measures
SDR and OPS indicate better performance for the post-
processed output. The higher performance regarding in-
terferences SIR and IPS are caused by the parts, that are
muted, when our VD classifies them as non-vocal.

baseline, the results on the Jamendo data set have also im-
proved by 1.4 ppt, with an accuracy of 89.6%. However,
approximately half of the improvement is due to using a
SVM instead of a Random Forest. Depending on the use
case, the effort of employing a BSS might therefore not
always be justified. Nevertheless, by adding the results ob-
tained by using the real vocals, we could show that VD
would principally benefit from better separation results.

Our second contribution addressed the issue, that all
of the four separation techniques produce vocal estimates,
where many segments contain only instrumental back-
ground, and no singing voice at all. We suggested to use
the results of the VD to simply mute the non-singing parts.
Regarding the vocal estimates, we could see an improve-
ment of 2.3 dB SDR when applying this post-processing
(-7.2 dB vs. -4.9 dB).

For the final background estimates, we suggested to use
the original mixed audio signal, where the VD classifies
the signal as non-vocal. Regarding the background esti-
mates, we could see an improvement of 2.0 dB SDR when
applying this post-processing (1.3 dB vs. 3.3 dB).

We think it is safe to conclude that VD based post-
processing improves the results of BSS vocal and back-
ground estimates, although not by much regarding tradi-
tional evaluation metrics. However, in the context of vocal-
ist recognition, it could be helpful to only use the classified
vocal parts, especially when solo instruments like guitars
cause the BSS algorithm to produce lots of non-vocal arti-
facts in the vocal estimates. As one of the next steps, we
plan to investigate the usefulness of our approach in this
topic.
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